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Disclaimer 
This work has been performed in the framework of the H2020 project 5G-SMART co-funded by the 

9¦Φ ¢Ƙƛǎ ƛƴŦƻǊƳŀǘƛƻƴ ǊŜŦƭŜŎǘǎ ǘƘŜ ŎƻƴǎƻǊǘƛǳƳΩǎ ǾƛŜǿΣ ōǳǘ ǘƘŜ ŎƻƴǎƻǊǘƛǳƳ ƛǎ ƴƻǘ ƭƛŀōƭŜ ŦƻǊ ŀƴȅ ǳǎŜ ǘƘŀǘ 

may be made of any of the information contained therein.  

This deliverable has been submitted to the EU commission, but it has not been reviewed and it has 

not been accepted by the EU commission yet. 
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Executive summary 
This document reports on realizing the 5G-based testbed for industrial robotics at the Kista trial site. 

It provides design and implementation details for the three use cases to be trialed: vision-assisted 

robot collaboration, real-time human-robot interaction, and advanced visualization of robot status. 

Functional specifics of the key testbed components are presented, focusing on the needed aspects of 

robot control as well as on data-exchange interactions among the related functional blocks. The most 

crucial implementation parts of software, which prototype the robot control and other auxiliary 

functions, are described. The deliverable also outlines the 5G network solution on the trial site used 

to run the industrial robotics use cases. The deployment of the 5G network is summarized, including 

also how its mmWave radio connectivity is integrated with the implementation of the use cases.  
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1 Introduction 
As with many other industry domains, the manufacturing sector is going through a fundamental 

change by introducing and exploiting digital technologies. One of the key determinants of the ongoing 

ǘǊŀƴǎŦƻǊƳŀǘƛƻƴ ƛǎ άǎƳŀǊǘƴŜǎǎέ. By digitizing manufacturing processes, new means of interactions 

between human workers, machines, products, and other factory-floor assets are facilitated, 

maximizing productivity, decreasing overall cost, and improving safety [CCO19] [ER20]. Industrial 

robots will continue to have the main role in such a manufacturing ecosystem. Since responsibilities 

of human workers are envisaged to move more towards supervision of production processes, 

industrial robots and other machines will need to coordinate more autonomously, but also to allow 

improved ways for the humans to access them [EGG+20]. Other requirements on the future 

manufacturing include a greater flexibility to deploy, commission, and re-configure production 

processes. 

Wireless connectivity is seen as one of the primary enablers for digitalization of the manufacturing 

sector. Besides facilitating the production flexibility and new ways of human-robot interactions, 

wireless communication is also needed to support mobility on the factory floor. This pertains both to 

human workers equipped with advanced user interfaces, such as augmented reality (AR)-based 

headsets, and to autonomous mobile robots, which are used, e.g., to transport production materials 

and goods across the factory floor. Another enabler for digitalization is the utilization of cloud and 

edge paradigms, which offer service deployment flexibility, a scalable allocation of computing 

resources, and resiliency to faults. In the context of industrial robotics, for both stationary and mobile 

robots, the edge computing paradigm has significant potential. Offloading parts of control from robot 

units, such as for motion planning, could simplify their hardware configuration and overall footprint 

on the factory floor. All these incentives, coupled with communication requirements on high 

availability and bounded latency for wireless-based robot control, make 5G a leading wireless-

technology candidate [SL21]. 

1.1 Objective of the document 
The document reports on the realization of the 5G-based testbed for industrial robotics at the Kista 

trial site. It builds upon the previously published 5G-SMART Deliverables D1.1 [5GS20-D11] and D2.1 

[5GS20-D21]. Deliverable D1.1 describes the άǎǘƻǊȅƭƛƴŜέ ŦƻǊ the three use cases from the industrial 

robotics domain, trialed at the Kista site, as well as their general functional and non-functional 

requirements. The three use cases are considered representative examples of smart manufacturing, 

since they encompass an autonomous, vision-assisted robot collaboration, real-time human-robot 

interaction for robot commissioning, and AR-based access to industrial robots and their operational 

status. Deliverable D2.1, on the other hand, specifies the overall design for the 5G-based testbed, also 

defining main robotics-related functional blocks and their interactions. 

This document presents the main design and implementation specifics for the industrial robotics use 

cases. A functional view on the developed testbed components is given, focusing on the needed 

aspects of robot control and supervision, and data-exchange interactions among the related 

functional blocks. Developed software, which prototypes the robot control and supervision as well as 

other auxiliary functions, is described, also documenting how it is used in the 5G-based testbed. The 

deliverable also outlines the 5G network solution on the trial site used to run the use cases 
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implementation. The deployment of the 5G network is summarized, including also how its mmWave 

radio connectivity is integrated into robotics-related equipment. 

1.2 Structure of the document 
The rest of this document is structured as follows. Section 2 gives a system-level overview of the 5G-

based testbed for industrial robotics and focuses on explaining how the main robot control and 

supervision components interact to achieve features of the three use cases. Functional design 

requirements on the prototyped software are outlined in Section 3, while implementation and usage 

of the software are reported in Section 4. In Section 5, the 5G solution for the Kista trial site is outlined, 

followed by conclusions of the work in Section 6. 
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2 System-level overview 
This section presents a system-level overview of the 5G-based testbed for industrial robotics, focusing 

on a functional perspective and interactions among the key robot control and supervision components 

to realize features of the use cases to be trialed. 

The three use cases are described in 5G-SMART Deliverable D1.1 [5GS20-D11] and here we provide a 

brief summary of them for completeness of this document: 

¶ Use case 1 on 5G-connected robots and their collaboration. The use case envisages a mobile 

robot transferring an object, navigating the mobile robot between workstations with 

stationary robots, and having the stationary robots grasp and move the object. That 

represents a smart factory scenario of autonomously transferring materials between 

production lines, based on a collaboration between different types of robots. Two distinctive 

features of the use case instantiation are machine vision assisted docking of the mobile robot 

to a precise location next to the robot workstation and vision-assisted execution of the object 

pick-and-place operation by each of the stationary robots. 

¶ Use case 2 on vision-supported real-time human-robot interaction. This use case is 

instantiated by a human worker (e.g., commissioning engineer) programming a stationary 

robot to autonomously execute the object pick-and-place operation through the means of 

demonstration. Instead of writing a robot program, the worker mimics grasping and moving 

the object through application on a mobile device (e.g., smartphone), which the stationary 

robot then executes. Such a scenario illustrates the potential of advanced means of human-

robot interaction on the factory floor. Another distinctive feature of the use case is machine 

vision support for detecting and tracking objects. 

¶ Use case 3 on advanced visualization for the factory floor. The use case is characterized by 

employing AR-based means to remotely manipulate robot motion and to visualize 

operational robot information in an efficient way. It also illustrates how novel technologies 

can be exploited to create new ways for human workers to access factory-floor machinery. 

Like in the other two use cases, machine vision support is used to detect and distinguish 

between different objects. 

2.1 Architecture 
Figure 1 shows an overview of the reference testbed setup at the Kista trial site for the three use cases. 

Such a setup is inspired by the vision of 5G-empowered industrial robotics, which is then prototyped 

by developing the associated use cases for the 5G-based testbed in Kista. The testbed setup 

incorporates the following hardware components, related to the use cases:  

¶ two YuMi© stationary robots [YuMi] to realize autonomous pick and place of an object, 

¶ a mobile robot platform [Ridgeback] with Light Detection and Ranging (LiDAR) sensors, used 

for implementing functional aspects of material transfer handling, 

¶ a smartphone to demonstrate new ways of robot programming based on human-robot 

interaction,  

¶ video cameras [Kinect] [RealSense] to implement machine vision features of object detection 

and localization, and 
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¶ an AR headset [MagicLeap] to demonstrate advanced features of visualization for the factory 

floor. 

 

Figure 1: Reference industrial robotics setup for the 5G-based testbed at the Kista trial site 

At the heart of the 5G-empowered industrial robotics Ǿƛǎƛƻƴ ǘƘŜǊŜ ƛǎ άƻŦŦ-ƭƻŀŘƛƴƎέ ƻŦ ŀ ǇŀǊǘ ƻŦ ǘƘŜ 

robot control and supervision functionality, such as Simultaneous Localization and Mapping (SLAM), 

general task planning and robot motion planning, from specialized, on-board robot hardware into 

edge cloud platforms. Having in mind expectations that 5G will provide a wireless-based 

communication service with bounded latency and high availability, such a design approach could, for 

instance, increase the deployment flexibility but also decrease service commissioning time. Another 

distinctive feature of the setup is a machine vision system with video cameras that άƻǾŜǊƭƻƻƪsέ the 

testbed area and is used to assist autonomous mobile robot docking as well as execution of stationary 

robot pick-and-place. More details about the overall testbed design can be found in 5G-SMART 

Deliverable D2.1 [5GS20-D21]. 

2.2 General workflow  
The rest of this section illustrates the main functions of the testbed components as well as their 

interactions to realize the main features of the three use cases. Our intention with this is to give a 

high-level overview and understanding of the developed components, before dwelling into details of 

their design and implementation. The focus is on a use-case level, i.e., explanations on 5G-related 

hardware and software are purposely omitted. 
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For illustrative purposes, Figure 2 shows a workflow that combines the operation of the testbed 

components in a common demo. That workflow consists of two, independent sequences of 

operations: mobile robot transfer of an object between production workstations with stationary 

robots and inspection of stationary robot status by human worker equipped with AR headset (noted 

in the figure with the blue and green coloring, respectively). The two sequences of operations relate 

to the features of Use case 1 and Use case 3, respectively. Prior to running such a demo, the features 

of Use case 2 around human-robot interaction are utilized by human worker to teach stationary robots 

how to execute pick-and-place operation.    

 

Figure 2 A common demo workflow for the testbed components 
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In the object transfer part of the workflow, mobile robot is first tasked to move toward a robot 

workstation which is pre-defined in demo configuration. The use case feature of planning and 

executing motion for the mobile robot is referred to as mobile robot navigation and is described in 

more detail in subsection 2.2.1. After reaching the robot workstation, machine vision system is tasked 

to detect the mobile robot, which in turn triggers moving the mobile robot to a precise location next 

to the workstation. That use case feature of planning and controlling motion of the mobile robot, 

which is assisted by the machine vision, is referred to as mobile robot docking (subsection 2.2.2). After 

docking is finished, continuation of the typical demo workflow assumes stationary robot picking an 

object from its holder and placing it onto the mobile robot. That operation is also assisted by the 

machine vision system and is presented in more detail in the pick and place subsection (2.2.3). A very 

similar sequence of operations is performed when the mobile robot is tasked to transfer the received 

object to the other robot workstation. 

In parallel, a human worker equipped with AR headset is tasked to inspect stationary robots (Figure 2, 

sequence noted in green). The human worker is moving toward any of the robot workstations. As soon 

as her/his AR headset detects a stationary robot, the latest information on robot status and health is 

fetched and then visualized by using advanced graphical elements (e.g., panels). A functional view on 

the AR-based visualization is outlined in subsection 2.2.4.  

2.2.1 Mobile robot navigation 
Figure 3 gives an overview of the interaction between different robot control functions to achieve 

mobile robot navigation. This figure illustrates a typical workflow that is executed to move mobile 

robot to a targeted position inside the physical environment, for which a virtual map is created 

beforehand in the map creation process. Key types of data being exchanged between the functions 

are pointed out, also noting which of the data is being transmitted over a 5G radio link. In addition, it 

is noted which of the functions runs in edge cloud. 

The robot control functions employed for mobile robot navigation have the following responsibilities: 

¶ SLAM ς creates a virtual map of the physical environment through which mobile robot is to 

be navigated, containing obstacles learned of during the map creation process, 

¶ General task planning ς triggers the overall process of navigating the mobile robot within the 

physical environment, 

¶ Mobile robot motion planning ς determines path for the mobile robot to take to reach the 

targeted position, also avoiding obstacles which may appear on tƘŜ ǊƻōƻǘΩǎ way, and 

¶ Mobile robot localization ς tracks movement of mobile robot relative to the virtual map. 

The workflow in Figure 3 is depicted to start with the initial step of loading the produced virtual map 

ƻŦ ǘƘŜ ƳƻōƛƭŜ ǊƻōƻǘΩǎ ŜƴǾƛǊƻƴƳŜƴǘ into Mobile robot motion planning and Mobile robot localization. 

While that step is explicitly noted in the workflow, it is assumed to be a part of the overall testbed 

commissioning phase and needs to be in place for other operational features of the use cases as well. 

Demo configurator is an auxiliary entity that provides input regarding configurable parameters of a 

desired demo, for instance which stationary robot should mobile robot be first moved to. The latter 

aspect is denoted with targeted position and can also be considered a part of the commissioning 

phase. 
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After the demo is started, General task planning initiates motion planning for the mobile robot by 

conveying information on its targeted position (2. Initiate motion planning in Figure 3). Mobile robot 

motion planning first calculates a shortest path from ǘƘŜ ǊƻōƻǘΩǎ ŎǳǊǊŜƴǘ Ǉƻǎƛǘƛƻƴ ǘƻ ǘƘŜ ǘŀǊƎŜǘŜŘ ƻƴŜΣ 

followed by instructing the mobile robot on how to move in the physical environment and reach the 

target. The latter instructions are continuously transferred to the mobile robot in the form of motion 

velocities (3. Send motion velocities). As the mobile robot moves through physical space, it periodically 

άǎŎŀƴǎέ ǘƘŜ ŜƴǾƛǊƻƴƳŜƴǘ ǿƛǘƘ ƻƴ-board sensors to detect possible objects and distances to them. 

These are conveyed from the ƳƻōƛƭŜ Ǌƻōƻǘ ŀǎ άǇƻƛƴǘ ŎƭƻǳŘǎέ ό3. Send point clouds and odometry data). 

In addition to the point clouds, the mobile robot approximates a change of its position over time and 

forwards that ŀǎ άƻŘƻƳŜǘǊȅ ŘŀǘŀέΦ .ƻǘƘ ƭŀǘǘŜǊ ǘȅǇŜǎ ƻŦ Řŀǘŀ ŀǊŜ ŘŜƭƛǾŜǊŜŘ ǘƻ Mobile robot localization, 

which then estimates mobile robot position and orientation in the environment for Mobile robot 

motion planning (3. Send robot position and orientation). The interactions between Mobile robot 

motion planning, Mobile robot localization, and the mobile robot may be seen as a continuously 

ǊǳƴƴƛƴƎ άŎƻƴǘǊƻƭ ƭƻƻǇέ όǘƘƻǳƎƘ ƴƻǘ ƛƴ ǘƘŜ ŎƭŀǎǎƛŎŀƭΣ ŎƻƴǘǊƻƭ-theory sense). 

Mobile robot motion planning and Mobile robot localization are navigating the mobile robot until it 

reaches the targeted position (4. Mobile robot reached targeted position). Mobile robot motion 

planning also encompasses functionalities for the mobile robot to avoid obstacles on its path. It is 

worth mentioning that the machine vision support is not used for mobile robot navigation and that 

the navigation relies on LiDAR sensors on-board mobile robot platform to perceive the surrounding 

environment.  
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Figure 3 Interaction of robotics-related functions for mobile robot navigation 

2.2.2 Mobile robot docking 
Figure 4 provides an overview of the interaction between robot control functions to realize mobile 

robot docking. The figure shows a typical workflow where Mobile robot motion planning navigates 

mobile robot to a targeted position and then Mobile robot docking moves the robot to a more precise 

position, e.g., next to a stationary robot for pick and place operation. The main flow of data between 

the functions is depicted, to illustrate general operation. Object detection and Object localization are 

highlighted with another color to emphasize that they are not collocated with other robot control 

functions in edge cloud, but rather run in a separate computing node which is directly attached to 

video cameras. In a generalized deployment scenario, these two machine vision functions could be 

executed in the same edge cloud.  
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Figure 4 Interaction of robotics-related functions for mobile robot docking 

Additional robot control functionsΣ ǿƘƛŎƘ ǎǳǇǇƻǊǘ ǊŜŀƭƛȊŀǘƛƻƴ ƻŦ ǘƘƛǎ ǳǎŜ ŎŀǎŜǎΩ ŦŜŀǘǳǊŜΣ encompass the 

roles as follows: 

¶ Object detection ς recognizes mobile robot, among different possible objects, via a marker 

that is placed on it, 

¶ Object localization ς tracks mobile robot via its marker, and 

¶ Mobile robot docking ς moves mobile robot as close as possible to (destined) docking 

position. 
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The workflow in Figure 4 is shown to start with the initial step of defining the destined docking position 

by Demo configurator. Similar to mobile robot navigation, that step is considered a part of the overall 

testbed commissioning. Since a typical demo workflow for the summarized use cases on industrial 

robotics involves mobile robot docking to follow mobile robot navigation, the figure further depicts 

Mobile robot motion planning notifying General task planning of mobile robot reaching targeted 

position. Such a position can also be pre-defined by Demo configurator, to indicate when a more 

precise docking procedure should be invoked. 

After General task planning triggers the docking procedure (3. Initiate docking procedure), Object 

detection is tasked to recognize the mobile robot by utilizing the video camera subsystem. After that 

is achieved (4. Mobile robot detected), Object localization starts to continuously track the mobile robot 

relying on the same video camera subsystem and the ǊƻōƻǘΩǎ marker (noted with the dashed line 

Vision-tracking of mobile robot in Figure 4). The goal is to estimate ǘƘŜ ƳƻōƛƭŜ ǊƻōƻǘΩǎ position and 

orientation in the environment. That data is periodically conveyed to Mobile robot docking (5. Send 

robot position and orientation), which then compares the actual position and orientation with the 

targeted ones. Mobile robot docking then tries to minimize the difference between the actual and 

targeted values by moving mobile robot. The latter control is achieved by instructing the mobile robot 

on how to change its position in the environment (5. Send motion velocities).  

When the control difference falls in value below a pre-defined threshold, then the docking procedure 

is terminated. The interactions between Mobile robot docking, Object localization, and mobile robot 

are an example of closed-loop control. 

2.2.3 Stationary robot pick and place operation 
Figure 5 shows the interaction between the robot control functions to execute the operation of pick 

and place (P&P) by each of the stationary robots. The figure shows a typical workflow of Mobile robot 

docking moving the mobile robot to a precise position next to the targeted stationary robot, followed 

by P&P operation controlled by Stationary robot motion planning. The main interactions between the 

functions are depicted, also including machine vision support by Object detection and Object 

localization. 

Like workflows presented in previous subsections, Figure 5 starts with a commissioning step. If there 

are multiple objects which can be selected for the P&P operation in a demo, then Demo configurator 

defines a picking scenario. Since a common demo workflow for the three use cases on industrial 

robotics encompasses P&P execution to follow after mobile robot docking, the workflow shows 

Mobile robot docking notifying General task planning of mobile robot reaching the docking position. 

General task planning invokes the P&P operation (3. Initiate pick and place (P&P) operation), first 

causing Object detection to recognize the object to be picked up by the targeted stationary robot and 

placed on the docked mobile robot. After that (4. P&P object detected), Object localization periodically 

tracks the P&P object (noted with the dashed line Vision-tracking of P&P object) and estimates its 

position and orientation in the physical environment. The position and orientation are periodically 

transferred to Stationary robot motion planning (5. Send position and orientation of P&P object), which 

then compares them with the position and orientation of the mobile robot. The latter comparison is 
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done to determine the motion that the stationary robot needs to perform to place the P&P object on 

the mobile robot (5. Send motion positions and speeds). 

 

Figure 5 Interaction of robotics-related functions for pick and place execution 

Similar to mobile robot navigation, the interactions between Stationary robot motion planning, Object 

localization, and stationary robot may be seen as a continuously running a control loop. 

2.2.4 AR visualization of robot status 
Figure 6 shows the interaction between robotics-related functions to retrieve status from stationary 

robot for the purposes of the AR visualization. 




































































