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Executive summary

This document reports orealizingthe 5Gbased testbed for industrial robotics at the Kista trial site.
It provides design and implementation details for the three use cases to be triadnassisted
robot collaboration, reatime humarnrobot interaction, and advanced visualizatiohrobot status.
Functional specificsfehe keytestbed components are presented, focusingtba needed aspects of
robot control as well as on dataxchange interactions among the related functional blocks. The most
crucial implementation parts of softwarewhich prototype the robot control and other auxiliary
functions are desribed. The deliveable alsooutlinesthe 5G network solution on the trial sitesed

to run the industrial robotics use casebhe aployment of the 5G network is summarizedcluding
alsohow its mmWave radio connectivity is integrated wikie implementation of the use cs.
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1 Introduction

As with many otheindustry domains, the manufacturing sector is going through a fundamental
change by introducing arekploitingdigital technologiesOne of the key determinants of thengoing
NI yaT2NYLIl A 2By diitzingmandfadifingBodessesnew means of interactions
between human workers, machines, produc@nd other factory-floor assets arefacilitated,
maximizing productivity, decreasing overall cost, and improgaigty [CCO19] [ER20Industrial
robots will continue to have the main role in such a manufacturing ecosystem. Since responsibilities
of human workersare envisaged tanove moretowards supervigin of production processes,
industrial robots andther machines will need to coordinat®ore autonomously, but alsto allow
improved ways for the humans to access th¢BGG+20] Other requirements on the future
manufacturing include a gater flexibility to deploy, commission, and +&onfigure production
processes

Wireless connectivitys seen as one of the primary enablers for digitalization of the manufacturing
sector. Besides facilitating the production flexibility and new wafyfiumanrobot interactions,
wireless communicatiois also needed to support mobility on the factory flodhis pertains both to
human workers equipped with advanced user interfaces, such as augmented realitpagel)
headsets, and to autonomous mobile robptghich are usegde.g.,to transport production materials
and goods across the factory flogknother enabler fodigitalization is theutilization of cloud and
edge paradigmswhich offer service deployment flexibility, a scalable allocation of computing
resourcesand resiliery to faults. In the context of industrial robotics, for both stationary and mobile
robots,the edge computing paradigm has significant potentifloading parts of control from robot
units, such as for motion planning, could simpiifgir hardware corifjuration and overall footprint

on the factory floor.All these incentives, coupled with communication requirements on high
availability and bounded latency for wirelelsased robot control, make 5G a leadimgreless
technologycandidate [SL21]

1.1 Objectiveof the document

Thedocument reports on the realization of the 8fased testbed for industrial robotics at the Kista
trial site. It builds uporthe previously published 56MARDeliverabledD1.1 [5GS2MD1] and D2.1
[5GS2@D21]. Deliverable D1.1 describ¢he & & (i 2 NB fth& §ir€etuseTc@ses) from the industrial
robotics domain, trialed at the Kista site, as well as tlygineralfunctional and norfunctional
requirements.The three use cases are considered representative examples of smart manufacturing,
since theyencompass an autonomousisionassisted robot collaboration, reime humanrobot
interactionfor robot commissioningand ARbased access to industriadbots and their operational
status.Deliverable D2.1, on the other hanghexifiesthe overalldesign for thesGbasedtestbed also
defining mairroboticsrelatedfunctional blocks antheir interactions

This documenpresentsthe maindesign and implementaiin specificSor the industrial roboticause
cases.A functional viewon the developedtestbed componentds given focusing on the needed
aspects of robot controland supervision,and data-exchange interactions among the related
functional blocksDevelod software, which prototypes the robot contrahd supervision as well as
other auxiliary functionsis described also documenting how it is used in the-b&sed testbedThe
deliverable also outlineshe 5G network solution on the trial site usew run the use cases
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implementation The aployment of the 5G network is summarizéacluding alsdow its mmWave
radio connectivity is integratenhto roboticsrelated equipment

1.2  Structureof the document

The rest of this document is structured as follows. Sectagives a systeAevel overview of the 5G
based testbed for industrial robotics and focuses on explaining how the main robot control and
supervision components interact to achie¥eatures of the threeuse casesFunctional design
requirements on the prototyped software are outlined in Section 3, while implementatimhusage

of the softwarearereported in Section 4n Section 5the 5G solutiorfor the Kista trial site is outlined,
followed by conclisionsof the workin Sectim 6.
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2 Systerdevelovewiew

This section presents a systdavel overview of the 5®ased testbed for industrial robotics, focusing
on a functionaperspective and interactions amottte key robot control and supervision components
to realizefeatures of the use casés betrialed.

The three use cases are described iInFGART Deliverable D1.1 [5GE21L] and here we provide a
brief summary of them for completenes$ this document

1 Usecase 1 on 5&onnected robots and their collaboratiofihe use casenvisages mobile
robot transfering an object, navigatinghie mobile robotbetween workstations with
stationary robots, and havinghe stationary robots grasp and move the object. That
represents a smart factory scenarif autonomouslytransferring materials between
productionlines based on a collaboration between different types of robdiso distinctive
features of the use case instantiation amachinevisionassisted docking of the mobile robot
to a precise location next tilne robot workstation and visiofassistedexecuton of the object
pick-and-place operation by each of the stationary robots.

1 Use case 2on visionsupported eaktime humanrobot interaction This use casés
instantiatedby a human worker (e.g., commissioning engineer) programmisigitionary
robot to autonomously execute the object piandplace operation through the means of
demonstration.Instead of writing a robot program, the worker mimgssping and moving
the object through application on a mobile device (e.g., smartphone), which the stationar
robot then executes. Such a scenario illustrates the potential of advanced means of-human
robot interaction on the factory floorAnother distinctive feature of the use case is machine
vision supporfor detecting and tracking objects.

1 Use case 3 on advanced visualization for the factory.flbloe use case is characterizad
employing ARbased means to remotely manipulate robot motion and to visualize
operational robot information in an efficient walt also illustrates how novel technologies
can be exploited to create new ways for human workers to access fafddarymachinery.
Likein the other two use cases, machine vision suppmrtused todetect and distinguish
between differentobjects.

2.1 Archtecture

Figurel shows an overview dhe referencetestbedsetupat the Kista trial sitéor the three use cases.
Such asetup isinspiredby the vision of 5Gempoweredindustrial robotics which is then praityped
by developing the associated use cases for theb&&edtestbed in Kista The testbed setup
incorporatesthe following hardware componeniselatedto the use cases

1 two YuMP stationary robotdYuMi]to realizeautonomouspick and place of aobject,

1 amobile robotplatform [Ridgebackyvith Light Detection and Ranging (LIDAR) sensseg
for implementing functionahspects of material transfer handling

I asmartphoneto demonstrate new ways ofobot programming based ohumanrobot
interaction,

1 video cameras [KinediRealSendao implement machine visiofeaturesof object detection
and localizationand

857008 5cGSMART 7
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1 anAR headse€iMagicLeapto demonstrate advanced features of visualization for the factory
floor.

Edge cloud platform with a centralized robot control
[ Simultaneous 1" Mobile robot i Mobile robot | Mobile robot |
{_localization and mapping i ot[or)rprlgrr)ir]jngﬁ,ii localization ji  docking
{ General taskrl['r’é'trértriirsm- (" Stationary robot
!{_collection |

Ethernet Ethernet

Machine 5G 5G-connected Machine
vision smartphone headset vision
Video Video

Computer camers camera Computer

5G-connected mobile robot

Scanner m Scanner
| Switch |

5G-connected 5G-connected
stationary robot stationary robot

5G ()
router
Controller

’7 —‘ |7 —‘ () 5G
Figurel: Rekrenceindustrial roboticssetup for the5Gbased testbed at th&ista trial site

router
Controller

At the heart of the5Gempowered industrial roboticA a8 A 2y (-KSNBAVKAE G2F FI
robot controland supervisioriunctionality, such aSimultaneous Localization and Mapping (SLAM),
general task planning anabot motion planning, from specialize@nboard robot hardware into
edge cloud platforms Having in mindexpectations that 5G will provide a wirelesshased
communication service wittboundedlatency and high availability, sucldasign approach couldor
instance,increase the deployment flexibilityut alsodecrease service commissioning tindeother
distinctive feature of the setup i machine visiosystemwith video camerasthat & 2 @ S dthe 2 |
testbedareaand is used tassist autonomous mobile robot docking as well as execution of stationary
robot pickandplace More details about the overall testbed design can be found iRSBMART
Deliverable D2.1 [5&20D21].

2.2 Generaworkflow

The rest of this sectiofilustratesthe main functions of the testbed components as well as their
interactions to realizéhe mainfeatures of the three use cases. Our intention witlistis to give a
highlevel overview and understanding of the developed components, before dwelling into details of
their design and implementation. The focus is on a-c&se level, i.e explanations orbGrelated
hardware and softwarare purposely omitted

857008 5cGSMART 8
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For illustrative purposes,Figure2 showsa workflow that combinesthe operation of the testbed
components in a common demadrhat workflow consists of two, independersequencs of
operations mobile robot transfer of an object betweegproduction workstations with stationary
robots and inspection of stationary robot status by human worker equipped with AR he@addéed

in the figure with the blue and green coloringespectively. The two sequences of operations relate
to the features olUse case andUse case Jespectively. Prior to running such a demo, the features
of Use case droundhumarntrobot interactionare utilizedoy human worketo teach stationary robots
how to execute picland-place operation.

Start demo

Move mobile robot
toward workstation 1

Mobile robot
detected?

Yes

'

%

Dock mobile robot

next to workstation 1 |

Mobile robot
docked?

Yes

v

Pick and place object
onto mobile robot

Ohject placed?

worker toward -

workstation 1

Move AR-equipped

Robot
detected?

Yes
Fetch robot
information to the AR «
headset

No

Information
visualized?

Yes
Move AR-equipped
worker toward
workstation 2

Robot
detected?

Yes

Fetch robot

information to the AR
headset

Information
visualized?

o)

Yes

Object picked?

Pick object from
mobile robot

T

Yes

Mobile robot
docked?

No
Yes
Dock mobile rohot
next to workstation 2
Yes

Mobile robot
detected?

Move mobile robot |
toward workstation 2

A

Yes

Figure2 Acommondemo workflowfor the testbed components
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In the object transfer part of the workflownobile robot is first tasked to move toward a robot
workstation which is prelefined in demo configuration. The use case feature of planning and
executing motion for the mobile robot is referred to as mobile abhavigation and is described in
more detail in subsectio.2.1 After reaching the robot workstation, machine vision system is tasked
to detect the mobile robot, Wwich in turn triggers moving the mobile robot to a precise location next
to the workstation.That use case feature of planning and controlling motion of the mobile robot
which is assisted by the machine vision, is referred to as mobile robot docking¢sab?2.2.2). After
docking is finished, continuation of the typical demo workflow assustasonary robot picking an
object from its holder and placing it onto éhmobile robot. That operation is also assisted by the
machine vision system and is presented in more detail in the pick and place subs2@i8nA \ery
similarsequence of operations is performed when the mobile robot is tasked to transfer the received
object to the other robot workstation.

In parallelahuman worker equipped with AR heads$etasked to inspedtationary robotgFigure2,
sequence noted in gre@rThe human worker is moving towaathy of therobot workstations. As soon
as her/his AR headset detecstationary robotthe latestinformation on robot status and health is
fetched and then visualized by using advanced graphical elements (e.g., parfatgtional view on
the ARbased visualization is outlined in subsectibi.4

2.2.1 Mobile robot navigation

Figure3 gives an overview ahe interaction between different robot control functions to achieve
mobile robot navigation. Tk figure illustrates a typical workflow that is executed to move mobile
robot to a targeted positiorinside the physical environmentfor which a virtual map is created
beforehandin the map creation processey types of data being exchanged between thefions
are pointed out, alsonotingwhich of the data is being transmitted over a 5G radio linkaddition, it

is noted which of the functions rin edge cloud.

Therobot control functions employed for mobile robot navigation have the following resibdities:

1 SLAM createsa virtual map of the physical environment through which mobile robot is to
be navigatal, containingobstacles learned of during the map creation progess

1 General task planningtriggersthe overall process of navigatitige mobile robot withinthe
physical environment

1 Mobile robot motion planning, determines path fothe mobile robot to take to reach the
targeted position, also avoiding obstaclebich may appear otk S NBwvay2aidQ &

1 Mobile robot localizatior tracks movement of mobile robot relative to the virtual map

The workflow inFigure3 is depicted tostart with the initial step of loadinthe produced wtual map

2F GKS Y20Af S NioMBhileQebot Bgfichpbidigayidvolile robot localization
While that step is explicitly noted in the workflow,istassumed to be a part of theveral testbed
commissioningphaseandneeds to be in plac®r other operational features of theise caseas well

Demo configuratpis anauxiliary entity that provides input regarding configurable parameters of a
desired demo, for instancehich stationary robot shouldnobile robotbe first moved to. The latter
aspect is denoted with targeted position and can also be considered a part of the commissioning
phase.

857008 5cGSMART 10
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After the demo is startedGeneral task planningitiates motion planning fothe mobile robot by

conveying information on its targeted positio®. (nitiate motion planningn Figure3). Mobile robot

motion plannindirst calculates a shortest path fromKS NR 62 1 Qa4 OdzNNBy i LR aAAGA
followed by instructinghe mobile robot on how to movén the physical environment and reach the

target. The latter instructions are continuously transferredti@ mobile robot in the form of motion

velocities . Send motion velocitigsAsthe mobile robot moves through physical spacedtiodically
Gallyaé GKS Sy-bbartieysyrSty detegadsdibie obpests and distances to them.

These are conveyed frotheY2 0 At S NR 0 2 i 3. Sendiphii dloyids and ddandzRyxdEta o

In addition to the point cloudghe mobile robot approximates a change of its position over tand

forwardsthatt & G2 R2YSUONE RIGF € . 20K MMbobieicbdbcaligatigha 2 F R
which then estimates mobile robot position and orientation in the environmentMabile robot

motion planning(3. Send robot position and orientatipriThe interacions betweenMobile robot

motion planning Mobile robot localizationand the mobile robot may be seen as a continuously

NHzy yAy3d aO2yGNREf f22LF% o-ihdogdedsk). y2i Ay GKS Of | &4aA

Mobile robotmotion planningand Mobile robotlocalizationare navigatinghe mobile robot until it
reaches the targeted positiofd. Mobile robot reached targeted positlorMobile robot motion
planningalsoencompasses functionalities féine mobile robot to avoid obstacles on its patlh.is
worth mentioning that themachine vision suppoit not used for mobile robot navigatiand that
the navigation relies on LIDAR sensorsboard mobile robot platform to perceive the surrounding
environment

857008 5cGSMART 11
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Figure3 Interaction of pboticsrelated functions for mobile robot navigation

2.2.2 Mobile robot docking

Figure4 providesan overview othe interaction between robot control functions toealizemobile

robot docking The figure showsa typical workflonwhere Mobile robot motion planningavigates
mobilerobot to a targeted position and thelobile robot dockingnoves the robot to a more precise
position, e.g., next ta stationary robot for pick and place operatiohhe mairflow of data between

the functionsis depicted to illustrate general operationObject detectiorand Object localizatiomare
highlighted with another color to emphasize that they are not collocated with other robot control
functionsin edgecloud, but rather run in a separate computing node which is directly attached to
video cameraslin a generalized deployment scenario, these two machine vision functions could be
executed in the same edge cloud.
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Figure4 Interaction of roboticerelated functions for mobile robot docking

Additional obot control function & KA OK & dzLJLJ2 NIi NXB I f A lemconfpasshe 2 F (KA
roles as follows

1 Object detectiorg recognizesnobile robot amongdifferent possible objectsyia a marker
that is placed on jt

1 Object localizatiorg tracks mobile robot vi&s marker,and

1 Mobile robot docking ¢ moves mobile robot as close as possible (destined)docking
position
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The workflow irFigured isshownto start with the initial step oflefining the destined docking position
by Demo configuratarSimilarto mobile robot navigationthat stepis consideed a part of the overall
testbed commissioningSince a typical demworkflow for the summarizeduse case®n industrial
roboticsinvolves mobile robot docking follow mobile robot navigation, the figure further depicts
Mobile robot motionplanning notifying General task planningf mobile robot reaching targeted
position. Such a position can also be defined byDemo configuratarto indicatewhen a more
precise docking procedure should be invoked.

After General task plannintriggers thedocking procedured Initiate docking procedujeObject
detectionis tasked to recognizéhe maobile robotby utilizing the video camera subsysteifter that

is achieved4. Mobile robot detectelj Object localizatiostarts to continuously tracthe mobile robot

relying on the same video camera subsystem #r@INR 6 #nérkeé(noted with the dashed line
Visiontracking of mobile roboin Figure4). The goal is testimatet KS Y 2 6 A poSitiorNaad 2 (1 Q &
orientation in the environment. That data feriodicallyconveyed toMobile robot dockind5. Send

robot position and orientatioyy which then compares the actual position and orientation with the
targeted onesMobile robot dockinghen tries to minimizethe difference between the actual and
targeted values by moving mobile robot. The latter control is achieved by instrileg@mgobile robot

on how to change its positiom the environmeni{5. Send motiowelocities.

When thecontrol difference falls in value below a pdefined threshold, then the docking procedure
isterminated. The interactions betweeMobile robot dockingObject localizationand mobile robot
are an example of closddop control.

2.2.3  Stationary robot fick and placeperation

Figure5 showsthe interaction betweenrthe robot control functions to executéhe operation ofpick
and place (P&R)y eachof the stationary robos. The figure shows a typical workflaiMobile robot
dockingmovingthe mobile robot to gpreciseposition next tothe targetedstationary robot followed
by P&Poperationcontrolled byStationary robot motion plannind he maininteractionsbetween the
functions are depicted, also includingmachine vision support byDbject detectionand Object
localization

Likeworkflows presented in previous subsectioRggureb starts with a commis®ning step. If there
are multiple objects whickan be selected fahe P&Poperation in a demo, theemo configurator
defines a picking scenarioSince a&common demo workflow for the three use cases on industrial
robotics encompasse$ &P execution tofollow after mobile robot docking, thevorkflow shows
Mobile robotdockingnotifying General task planningf maobile robot reachinghe dockingposition.

General task planningiwvokes the P&P operatiorB.(Initiate pick and place (P&P) operafjpfirst
causingObject detectioro recognize the object to be picked up the targetedstationary robot and
placed on the dockenhobile robot. After tha(4. P&P objectletected, Object localizatiorperiodically
tracks the P&P objec{noted with the dashed liné/isiontracking of P&P objegtand estimats its
position and orientation in thehysicalenvironment.The position and orientatiomre periodically
transferredto Stationaryrobotmotion planning5. Send position and orientatiaf P&P objegt which
then compares them with the position and orientation thle mobile robot. The lattecomparisonis
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doneto determinethe motion thatthe stationaryrobot needs to perform to place the P&P object on
the mobile robot(5. Send motiopositions and speejls

Figure5 Interaction of roboticgrelated functions for pick and place execution

Similar to mobile robot navigation, the interaamtis betweerStationary robot motion planningbject
localization and stationary robot may be seen as a continuously runacantrol loop.

2.2.4 AR visualization of robot status
Figure6 showsthe interaction between rboticsrelated functions toretrieve status from stationary
robot for the purposes of the AR visualization
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